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We present an embedded density functional approach to study adsorption on crystalline surfaces.
Following ideas suggested by Cortona, Wesolowski, and Warshel, we divide the total system into a
quantum cluster and the surrounding lattice whose density is assumed to be the same as in the ideal
crystal. In this case the Kohn–Sham Hamiltonian for electrons in the cluster contains additional
terms corresponding to the Coulomb, exchange, correlation, and ‘‘nonadditive kinetic energy’’
potentials from the environment. Test calculations for the He and Ar dimers, X–H2O molecular
complexes~X5Li1, Na1, K1, F2 or Cl2! and water adsorption on the~001! surface of the NaCl
crystal suggest that this model provides a promising alternative for cluster models employed earlier
for calculations of defects and adsorption on ionic crystals. ©1996 American Institute of Physics.
@S0021-9606~96!03208-6#

I. INTRODUCTION

Theoretical studies of chemical processes on the surfaces
of solids are very important for further progress in such areas
as adsorption, catalysis, microelectronics, and nanotechnol-
ogy. The computational challenge is to find an adequate bal-
ance between local character of the chemical bonds in the
adsorption complex and extended nature of electronic states
in the substrate. Similar problems arise in studies of point
defects in the bulk of crystals.

Presently, there are two main groups of quantum me-
chanical approaches for solution of these problems; the ‘‘per-
turbed crystal’’ method which uses the Green function
formalism1,2 and the embedded cluster method which uses
the concept of ‘‘perturbed cluster.’’3–6 In this paper, we will
focus on the latter approach, which means that the system
under study is divided into two parts:cluster~local region of
the defect or adsorption site! and the crystallineenvironment
~the rest of the crystal!. The electronic structure of the cluster
is computed using standard quantum chemistry methods tak-
ing into account an external potential generated by the envi-
ronment.

The theoretical basis for majority of embedded cluster
models lies in the concepts of group-function theory7–9

which was formulated in the framework of the molecular
orbital ~MO! electronic structure theory. The total wave
function of the system is approximated as an antisymme-
trized product

C5A& @CcC f #, ~1!

whereA& is the antisymmetrization operator,Cc is the wave
function of the cluster, andCf is the wave function of the
environment which should be found from separate periodic
crystal calculations and kept fixed whileCc is determined
from a cluster Hamiltonian with external field produced by

the environment. The embedded cluster method is usually
applied to ionic crystals whose wave function can be well
approximated as an antisymmetrized product of weakly over-
lapping spherical wave functions of individual closed shell
ions. In this case the ions in the environment can be repre-
sented as whole-ion pseudopotentials~WIP! or model poten-
tials.

In many practical embedded cluster calculations of de-
fects in ionic crystals, cations are represented as effective
core pseudopotentials~ECP! of the corresponding atom
while anions are considered as point charges.10–16More ac-
curate description of the cluster–lattice interaction can be
achieved by optimizing embedding potentials for ions in
crystal17 and taking into account the long-range polarization
of the environment by the cluster.3,4,18

The mathematical formulations of the above MO embed-
ded cluster approach require a strong orthogonality condition
between wave functions of different electronic groups and
neglect the intergroup electron correlation. Although, such
approximations can be removed in more sophisticated and
general formulations~see Ref. 19 and references therein!, the
resulting theory is quite complicated and no practical imple-
mentation has yet been done.

Latest developments of the density functional theory
~DFT! show that this computational method can compete
with the MO based techniques in accuracy and efficiency. An
advantage of the DFT methods is that the basic variable of
the theory is the electron densityr~r ! in the 3D coordinate
space and exchange and correlation energies can be approxi-
mated with a high degree of accuracy by simple functionals
of r~r ! and its gradient. These features of the DFT theory
allow to calculate efficiently the Coulomb, exchange and
correlation potentials acting on cluster electrons from the en-
vironment. However, the total embedding potential should
also take into account the Pauli exclusion principle which
effectively confines electrons inside the cluster. In earlier for-
mulations of the DFT cluster method,20–22 the latter effect
was taken into account by using artificial methods such as
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employing limited basis sets or adding repulsive potentials in
the core regions of atoms surrounding the cluster. Cortona
realized that this repulsive effect is closely related to the
nonadditivity of the kinetic energy functional and added cor-
responding nonadditive kinetic energy potential to the clus-
terlike boundary conditions in his calculations of periodic
crystals.23–26 Wesolowski and Warshel modified Cortona’s
theory for applications to the solvation phenomena.27,28 Be-
low, we present the main ideas of Cortona’s method~to be
referred as embedded DFT method or EDFT! in the form
suitable for studying adsorption on crystal surfaces which is
the main goal of the present paper. The same approach can
be used also for studying defects in the bulk. For more de-
tails and comparison of EDFT with other computational
techniques, we refer readers to Cortona’s report.24

II. EMBEDDED DENSITY FUNCTIONAL THEORY

Basic theorems of DFT state that ground state properties
of any chemical system are determined unambiguously by
the total electron density. Denoterid~r ! as the electron den-
sity of the unperturbed~ideal! crystal surface, which can be
found from periodic crystal calculations, andr~r ! the elec-
tron density of the surface with defect and/or adsorbate. In
the absence of long range polarization effects we can assume
that these two densities are different only inside a finite vol-
umeV ~cluster! around the defect. Therefore, we can divide
the total electron density into two parts,

r~r !5rc~r !1r f~r !, ~2!

where the electron density of the clusterrc is zero outside
the volumeV, the electron density of the environmentrf
coincides withrid outside the volumeV and decreases rap-
idly to zero insideV. Correspondingly, we can separate the
nuclear potential and the electrostatic potentialw~r ! gener-
ated by electrons into contributions from the cluster and en-
vironment, i.e.,

V~r !5Vc~r !1Vf~r !, ~3!

w~r !5wc~r !1w f~r !. ~4!

The main idea of the EDFT method is to ‘‘freeze’’ the elec-
tron densityrf and obtainrc using a set of one-electron
orbitalsci~r ! localized in the cluster regionV,

rc~r !5(
i51

N

uc i~r !u2. ~5!

Here $ci , i51,...,N% are theN lowest energy solutions of
the Kohn–Sham equation

H 2
1

2
¹21Veff@rc ,r f #J c i~r !5e ic i~r !, ~6!

whereVeff[rc ,r f ] is effective potential defined as

Veff@rc ,r f #5
d

drc
$Epot@rc ,r f #1DT0@rc ,r f #%. ~7!

The first term in the curly brackets in Eq.~7! is the potential
energy

Epot@rc ,r f #5ECoul
c @rc#1ECoul

c2 f @rc ,r f #1Exc@rc1r f #
~8!

which includes the Coulomb energy for the isolated cluster

ECoul
c @rc#5E drrc~r !Vc~r !1

1

2 E drrc~r !wc~r !, ~9!

the electrostatic interaction energy between electrons in the
cluster with electrons and nuclei in the surrounding

ECoul
c2 f @rc ,r f #5E drrc~r !@Vf~r !1w f~r !#, ~10!

and the exchange-correlation energy functionalExc[rc1r f ].
The second term in the curly brackets in Eq.~7! is called the
nonadditive kinetic energy functional whose definition is
given by

DT0@rc ,r f #5T0@r#2T0@rc#2T0@r f #, ~11!

whereT0@r# is the kinetic energy functional for a system of
independent electrons. Normally, integrations inExc[rc1r f ]
and DT0[rc ,r f ] are over all space. However, sincerc is
nonzero only inside cluster volumeV, the result of integra-
tion outsideV does not depend onrc , thus grid points for
computing these integrals can be limited toV, reducing the
computational demand. Ignoring the unimportant additive
constant due to interactions in the environment region, the
total energy is given by

E5Tc1DT0@rc ,r f #1Epot@rc ,r f #1Enn1Enf , ~12!

whereTc is the kinetic energy of the cluster,Enn is the re-
pulsion energy of nuclei in the cluster between themselves
and with the nuclei in the environment,Enf is the interaction
energy between nuclei in the cluster and frozen electron den-
sity in the environment. Note that if exact kinetic energy,
exchange, and correlation functionals are used, then the em-
bedded DFT approach gives an exact solution for the ground
state of nonpolarizable crystal with localized defect.

Since very accurate approximations for the exchange-
correlation functional are currently available,29–31 the main
concern in the embedded DFT method is about relatively low
accuracy of the kinetic energy functionalT0@r# in Eq. ~11!.
Since DT0[rc ,r f ] decreases with decreasing overlap be-
tween densitiesrf andrc , an error associated with this term
decreases as well. Therefore, for best performance of the
EDFT method the boundary of the cluster regionV should be
chosen so as to minimize the overlap betweenrf and rc .
Favorable conditions for such choice exist in ionic crystals,
where the total electron density is well separated into contri-
butions from individual closed shell ions. Cortona applied
the EDFT method for studying energetic properties of the
alkali halides crystals23–26 and found very good agreement
with experimental data. Wesolowski and Warshel applied this
method for studying solvation phenomena, in particular, the
interaction of a Li1 ion with a water molecule.27,28

The goal of our study is to extend the EDFT method for
defects and adsorption on ionic crystals surfaces. In the first
part of this study, we investigated the accuracy of the em-
bedded DFT approach. This is done by calculating the po-
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tential curves of the He2, Ar2, and X–H2O ~X5frozen den-
sity of Li1, Na1, K1, F2 or Cl2! systems using this approach
and comparing to full quantum calculations. It is important
to point out that our goal is to assess the accuracy of the
embedded DFT as compared to the full quantum DFT calcu-
lations, using these chemical systems as prototypes. Thus,
the accuracy of the calculated potential curves in comparison
with experiment or more accurate theory is of no concern to
us here. To achieve our objectives, it is important to perform
both embedded and full quantum DFT calculations using the
same basis set, exchange-correlation functional and other
computational features. We also compared embedded and
full quantum DFT results with those obtained by using the
simplest MO embedded cluster model with ECP representa-
tion for cations and point charge potential for anions. This
analysis provides a qualitative understanding of advantages
and limitations of the embedded DFT method. The details of
the present calculations are presented in Sec. III and the re-
sults are summarized in Sec. IV and discussed in Sec. V.

In the second part of this paper~Sec. VI!, we construct
an embedded DFT cluster model for studying adsorption on
ionic crystals and apply thisab initio model to calculations
of the adsorption energy curves for H2O/NaCl~001!. Conclu-
sions are summarized in Sec. VII.

III. COMPUTATIONAL DETAILS

For He2, Ar2, Li
1–H2O, Na

1–H2O, and F
2–H2O poten-

tial curves, full DFT calculations were performed at the all-
electron level. The following basis sets were used: 311G* for
He; 6-31G* for Ar; 6-31G for Li and Na, and 6-3111G* for
F. In the cases of Cl2–H2O and K1–H2O, the core electrons
(1s22s22p6) of ions were represented by the Hay–Wadt
ECP~Refs. 32, 33! and their valence electrons were treated
explicitly in the double zeta basis set. The standard basis set
6-31111G** was used for water interacting with cations,
but polarization and diffuse functions on the oxygen atom
were omitted in the anion–water calculations. The geometry
of the water molecule optimized with the 6-31111G** ba-
sis set~ROH50.956 Å;/HOH5105.5°! was fixed in all cal-
culations. Cations are assumed to approach the water mol-
ecule from the O atom side along the bisector of the HOH
angle in theC2v symmetry, and the distance is measured
between the ion and the oxygen atom. Similarly, anions are
assumed to approach the water molecule along the OH bond
from the H-side, the distance is measured between the ion
and the hydrogen atom in this case.

Frozen electron densities of the free He and Ar atoms
and Li1, Na1, K1, F2, Cl2 ions were calculated by the same
methods as above and then fitted using linear combinations
of several Gaussian functions. The results of the fitting were
used in the calculation of the effective potentialVeff in Eq.
~6! and the total energy@Eq. ~12!# in the embedded DFT
approach. In this work, we used the local density approxima-
tion for Exc@r#: Xa functional for exchange34 and Vosko–
Wilk–Nusair ~VWN! functional35 for correlation,

Exc@r#5Ex
Xa@r#1Ec

VWN@r#. ~13!

The nonadditive kinetic energy was computed using two dif-
ferent approximations for the kinetic energy functional: the
local Thomas–Fermi~TF! approximation,

T0
TF@r#5CE r5/3~r !dr ~14!

and one of the most accurate nonlocal approximations sug-
gested by Thakkar36

T0
Thakkar@r#5CE r5/3~r !H 11

0.0055y2

110.0253y sinh21 y

2
0.072y

1125/3y J dr , ~15!

where

y5
u¹r~r !u
r4/3~r !

and

C5
p4/335/3

10
.

These two approaches are referred to as EDFT-TF and
EDFT-Thakkar, respectively and were implemented in our
locally modified version of theGAUSSIAN 92/DFT computer
code.37

In order to calculate binding energies in the EDFT ap-
proach, one need to know an energy of the frozen density
species separately. Currently, we do not have computational
tools to make such calculations. However, we plan to imple-
ment this feature in the next version of our computer code. In
the present work, we simply added a constant term to the
embedded DFT potential energy curves to coincide with the
full DFT curves at some reference distance which was cho-
sen large enough~3.6 Å and 5.6 Å for the He and Ar dimers,
respectively, and 5.2 Å for ‘‘ion–water’’ systems! to ensure
that EDFT and full DFT interaction energies are almost equal
at this distance. In fact, additional testing showed that this
procedure results in errors less than 0.1 kcal/mol and 1 kcal/
mol for binding energies in rare gas dimers and ion–water
complexes, respectively. This accuracy is sufficient for our
initial qualitative investigation on the feasibility of the EDFT
method. Fitting of electron densities to the linear superposi-
tion of Gaussian functions was also found to introduce a
negligible error.

In the whole-ion pseudopotential calculations of the
cation–water complexes, we used ECP suggested in Ref. 38
for Li1 and Hay–Wadt pseudopotentials32 for Na1 and K1.

IV. RESULTS

In this section we present results of full quantum, whole-
ion pseudopotential and embedded DFT calculations for he-
lium and argon dimers and complexes of Li1, Na1, K1, F2,
and Cl2 ions with water. In studying the rare gas dimers, we
focus on comparison of our results with Gordon–Kim
calculations.39 The kinetic and potential energy contributions
to the total binding energy are analyzed in greater details in
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the case of the Ar dimer. The Li1–H2O system is used for
discussion of the electron density redistribution in the com-
plex. We discuss the ‘‘electron leak’’ problem and polariza-
tion effects using the Cl2–H2O complex as an example. Re-
sults for the ion–water complexes will be utilized in Sec. VI
where embedded DFT cluster model for H2O adsorption on
the NaCl~001! surface is considered.

Potential energy curves from the full, embedded DFT
and whole-ion pseudopotential calculations are presented in
Figs. 1, 2, 5, and 7–10. Table I contains approximate binding
energies derived from these curves as well as accurate values
calculated by Clementi and co-workers.40

A. Helium dimer

The Gordon–Kim method39 can be considered as a par-
ticular case of the embedded DFT method in which both
cluster and environment electron densities are fixed. The
Gordon–Kim approach gives remarkably good results when
applied to interactions between closed shell systems such as
rare gas atoms. Therefore, a good agreement between our
EDFT-TF and full DFT potential energy curves for the He2
molecule with that obtained by Gordon and Kim39 is not
surprising~see Fig. 1!. However, the EDFT-Thakkar method
gives worst agreement; the binding energy is overestimated
by about 0.6 kcal/mol and the equilibrium distance is too
short by about 0.5 Å compared to the full DFT results.

B. Argon dimer

Results obtained for the argon dimer~see Fig. 2! are
qualitatively similar to those reported above for He2. The
EDFT-TF potential energy curve lies between full DFT and
Gordon–Kim results, as expected. The EDFT-Thakkar
method overestimates the strength of chemical bond in Ar2.
For better understanding of the performance of the EDFT
approach, we analyzed separate contributions to the total en-
ergy curves from the kinetic and potential energy terms. This
analysis is presented in Fig. 3 where we plot errors~devia-
tions with respect to full DFT results! characteristic for
EDFT-TF, EDFT-Thakkar, and Gordon–Kim levels of the
embedded DFT theory. First note that, although, there are
large errors in description of both kinetic and potential en-
ergy of the molecule~about 6, 60, and 14 kcal/mol for these

three methods, respectively, at internuclear separation greater
than 3 Å!, the total energy~sum of the kinetic and potential
energies! is represented rather accurately~the errors do not
exceed 2.5 kcal/mol!. This cancellation of errors can be un-
derstood by applying arguments first suggested by Harris41:
in the vicinity of the actual electron density distribution, the
total energy of the molecule has a weak quadratic depen-
dence on the variations of the density. Therefore, even for
approximate total densities used in the EDFT approach, cal-
culations of the total energy may be quite accurate. Note also
that errors associated with the ‘‘half-frozen’’ EDFT-TF ap-
proach are smaller than those for the ‘‘fully-frozen’’
Gordon–Kim method, as expected. The origin of large errors
in the EDFT-Thakkar approach are not clear yet~see also
Sec. V!.

Additional evidence on the accuracy of the EDFT
method is presented in Fig. 4 where we compare contribu-
tions to the binding energy from the nonadditive kinetic en-
ergy, exchange, and correlation energies calculated with full
DFT, Gordon–Kim, and EDFT-TF method. Exchange and

FIG. 1. Potential energy curves for the He dimer.

TABLE I. Binding energies~in kcal/mol! of He2, Ar2, and ion–water complexes.

Efull

~this work! EWIP2Efull
a

EEDFT2Efull
Efull

Ref. 40TF Thakkar

He2 0.3 20.2 10.6
Ar2 1.0 20.4 11.5
Li1/H2O 38 210 14 15 35.46
Na1/H2O 29 26 22 27 24.21
K1/H2O 21 22 11 18 16.97
F2/H2O 33 27 27 24.45b

Cl2/H2O 27 211 29 12.42c

aWIP5whole-ion pseudopotential calculation.
bThe angle between theC2v axis of the water molecule and the F–O axis is 47.9°.
cThe angle between theC2v axis of the water molecule and the Cl–O axis is 37.8°.
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correlation contributions facilitate binding, while the nonad-
ditive kinetic energy leads to repulsion of two argon atoms.
All terms decay exponentially with increasing the Ar–Ar dis-
tance. Note also a good correspondence between our TF-
EDFT results and those from Gordon–Kim calculations.

C. Li1•••H2O

Both EDFT-TF and EDFT-Thakkar calculations overes-
timate the binding energy by 4–5 kcal/mol and slightly un-

derestimate the short-range repulsion between Li1 and water
~see Fig. 5!. In the opposite, the binding energy is too low in
the whole-ion pseudopotential approach.

A more detailed picture of the performance of the
EDFT-TF method can be seen in Fig. 6. where we plot the
difference Dr between the total electron density in the
Li1–H2O complex at the equilibrium separation of 1.8 Å and

FIG. 2. Potential energy curves for the Ar dimer.

FIG. 3. Differences between various EDFT energies and those from full
DFT calculations for the Ar dimer. Full lines and squares refer to the
EDFT-TF method, dotted lines and triangles are for the EDFT-Thakkar
method, dashed lines and circles are for the Gordon–Kim method~Ref. 39!.
Results for total energy differences are shown by thick lines, while those for
kinetic and potential energy differences are marked by filled and empty
symbols, respectively.

FIG. 4. Nonadditive kinetic energy~crosses!, exchange~filled symbols!, and
correlation~empty symbols! contributions to the binding energy of the Ar
dimer calculated with the full DFT~thick solid lines!, EDFT-TF ~dotted
lines!, and Gordon–Kim~dashed lines! methods.

FIG. 5. Potential energy curves for the Li1–H2O complex.
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the sum of densities of the free water molecule and the Li1

ion. Positive values of the differential electron densityDr
near the oxygen atom of water correspond to the attraction of
the water electron density to the positive charge of Li1. This
part of the electron density redistribution is reproduced fairly
well by the embedded DFT method. On the other hand,Dr
from the full DFT calculation shows a substantial polariza-
tion of the Li1 ion induced by the repulsive potential from
the negatively charged oxygen atom of water. Such an in-
duced polarization effect is neglected in the embedded DFT
method.

Note that in the previous work by Wesolowski and
Warshel,27,28 the authors found large discrepancies between
the full DFT and EDFT-TF results for this system. Using a
theoretically similar approach, we did not find such discrep-
ancies here. Discrepancies found by Wesolowski and
Warshel are mainly due to their implementation of the EDFT
theory, in particular, basis set effects and numerical integra-
tion scheme.42 Recent implementation of the EDFT method
by Wesolowski and Weber43 yields results in good agreement
with ours.

D. Na1•••H2O

The EDFT-TF method underestimates the Na1–H2O
binding energy by about 2 kcal/mol with respect to the re-
sults from the full DFT calculation~see Fig. 7!. Both EDFT-
Thakkar and whole-ion pseudopotential methods give even
lower binding energies.

E. F2•••H2O

The EDFT-TF results~Fig. 8! have some peculiar fea-
tures: at distances shorter than 1.4 Å, there is a rapid de-
crease in energy instead of a strong repulsion. A detailed
analysis of the electronic structure at these short distances
showed that there is an unphysical redistribution of the elec-
tron density of the water molecule to the core region of the
F2 ion. Apparently, there is an attractive electrostatic poten-
tial which acts on the electron density in the vicinity of the
fluorine nucleus. In the full DFT calculations, this attraction

is compensated by the Pauli repulsion with the core electrons
of F2 forbidding the water electrons to penetrate into this
region of space. Our results indicate that the approximate
nature of the nonadditive kinetic energy functional in the
embedded DFT approach cannot properly take into account
this repulsion, consequently, it results in the unphysical
‘‘electron leak.’’

To deal with this problem we suggested to use a hybrid
EDFT-ECP method. In this approach, the core 1s electrons
of the F2 ion are represented by the Stevens–Basch–Krauss
effective core pseudopotential44 and the valence electrons of
the F2 ion are treated in the embedded DFT formalism. The
valence electron density of F2 for this purpose was com-
puted using the CEP-3111G basis set. The EDFT-TF/ECP

FIG. 6. The differential electron density for the Li1–H2O complex.~a! Full
DFT calculation;~b! EDFT-TF calculation. Isodensity values are ine/bohr3.

FIG. 7. Potential energy curves for the Na1–H2O complex.

FIG. 8. Potential energy curves for the F2–H2O complex.
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and EDFT-Thakkar/ECP potential energy curves are shown
in Fig. 8. Clearly, these approaches reproduce qualitatively
the ion–water repulsion, however, the binding energies are
too small by about 7 kcal/mol compared to the full DFT
result.

F. Cl2•••H2O

This case provides another dramatic example for the fail-
ure of the straightforward embedded DFT approach, when
using the frozentotal electron density for Cl2. The electron
leak to the Cl2 core region and an abrupt decrease of the
total energy, similar to that in the F2–H2O system, starts to
occur when the Cl–H distance is about 5 Å. However, the
hybrid EDFT/ECP method with the use of the Hay–Wadt
pseudopotential32 for Cl2 core electrons (1s22s22p6) and
frozen valence electron density computed with the double-
zeta basis set allows us to obtain qualitatively reasonable
results for the Cl2–H2O interaction curve~Fig. 9!. Similar to
the F2–H2O system, the binding energies are too small by
9–11 kcal/mol as compared with the full DFT result.

One of the reasons for the discrepancies between embed-
ded and full DFT results for both the F2–H2O and Cl2–H2O
is the induced polarization of the anions in the electric field
of the polar water molecule that is neglected in the embed-
ded DFT approach. To illustrate and estimate the magnitude
of the polarization contribution, we recalculated several
points on the EDFT-Thakkar/ECP potential energy curve us-
ing a simple model to represent the polarizable valence elec-
tron density of Cl2. This approximate method resembles the
semiempirical ‘‘shell model’’ used for classical atomistic
simulations of ionic crystals.45 The idea of our method is to
model the polarizability of the Cl2 valence electrons as a
rigid displacement of the valence electron density with re-
spect to the position of the core. The only parameter of our
‘‘shell model’’ is the force constantk specifying a harmonic
potential of the formkr2 between the core and the center of

the frozen valence electron density distribution. This force
constantk was fitted to reproduce the polarizability of the
free Cl2 ion ~31 a.u.! ~Ref. 46! and has a value of 0.793 a.u.

By using the method outlined above, we optimized po-
sition of the electron shell at each selected Cl core–water
distance. The calculated energies are shown in Fig. 9 as filled
triangles. Apparently, the electron polarization of the Cl2 ion
starts to contribute significantly to the Cl2–H2O interaction
energy at distances smaller than 3 Å and the binding energy
of the Cl2–H2O complex increases by about 5 kcal/mol in
better agreement with the full DFT calculations.

Another effect contributing to the binding energies of
anion–water complexes is the charge transfer: at the equilib-
rium distance of 2 Å there is about 0.2 electrons transferred
from Cl2 to H2O according to the Mulliken population
analysis of the full DFT results. This charge transfer may be
responsible for several kcal/mol attractive interaction which
is not taken into account in the embedded DFT calculations.

G. K1•••H2O

As in the cases of F2–H2O and Cl2–H2O, we performed
a hybrid EDFT/ECP study for the K1–H2O system. Simi-
larly to the cases of Li1 and Na1 the best EDFT/ECP results
were obtained with the use of the TF functional~see Fig. 10!.
The EDFT-Thakkar/ECP binding energy is too large by
about 8 kcal/mol. The whole-ion pseudopotential representa-
tion of the total K1 electron density yields too small binding
energy and soft repulsive potential at small distances.

V. DISCUSSION OF THE GAS PHASE CALCULATIONS

First note that our full DFT calculations strongly overes-
timate the binding energies of the studied systems, especially
in the case of Cl2–H2O ~see Table I!. This is a result of using
the local density approximation for the exchange-correlation

FIG. 9. Potential energy curves for the Cl2–H2O complex. FIG. 10. Potential energy curves for the K1–H2O complex.
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functional.47As discussed in Sec. II, these errors are not very
important for our comparison of different approximate DFT
models.

EDFT-TF results for the ion–water complexes are in bet-
ter agreement with the full DFT calculations than those ob-
tained in the whole-ion pseudopotential approach. This is
particularly encouraging. However, there are still three major
sources of errors in the embedded DFT calculations;~i! ne-
glect of the electron density redistribution in the frozen den-
sity species; ~ii ! difficulties with ensuring the
N-representability of the cluster electron densityrc ; and~iii !
an approximate form of the kinetic energy functional used in
the calculation of the nonadditive kinetic energy term@Eq.
~11!#. The first effect is clearly demonstrated in our ‘‘shell
model’’ calculations for the Cl2–H2O complex. This simple
approximation for the polarization of therf improves the
accuracy of the embedded DFT model substantially. Using
more realistic polarizable densities may also help to avoid
errors from the second source~ii !. These errors appear from
the fact that for accurate implementation of the EDFT
method, the frozen part of the electron densityrf should be
chosen so thatrc satisfies theN-representability conditions.
In particular,rc should be non-negative, differentiable and its
integral over volumeV should be an integer number.48 How-
ever, it is often difficult to ensure the former condition be-
causerc is not knowna priori. As shown in Fig. 6, freezing
the free ion density of Li1 in calculations of the Li1–water
complex violates this condition: the differential electron den-
sity from the full DFT calculation is negative close to the Li
nucleus. Therefore, for correct description of the total elec-
tron density,rc should be negative in some region space, but
it is impossible when the representation given in Eq.~5! is
used forrc . This inconsistency introduces a certain error in
the EDFT calculated properties which can be reduced by
using a polarizable density of Li1 or by decreasingrf in the
regions of space where negative differential electron density
is expected. The latter method implies that any redistribution
of the electron density in the frozen part can be effectively
taken into account by using sufficiently large and diffuse
basis set in the cluster. However, this is true only if the
nonadditive kinetic energy functional is accurate enough to
deal with large overlap of the electron densities in the cluster
and surrounding. Therefore, the low accuracy of existing ki-
netic energy functionals is the principal factor limiting the
quality and applicability of the embedded DFT method. De-
ficiencies of the current kinetic energy functionals are clearly
seen in our results for the F2–H2O and Cl2–H2O complexes
where we needed to reduce effectivelyrf and its overlap
with rc by using the effective core pseudopotential approxi-
mation for anions in order to avoid unphysical results.

The embedded DFT method with the local TF kinetic
energy functional was found to give more accurate results
than with the nonlocal Thakkar functional. A similar effect
was found by Lacks and Gordon49 in their calculations of the
interaction kinetic energy for rare gas dimers: nonlocal gra-
dient corrected functionals are not necessarily more accurate
than the Thomas–Fermi one for this particular property. This
is surprising because the Thakkar functional yields much bet-

ter results for total kinetic energies of atoms and molecules
than the TF functional. For instance, the mean error for a set
of 77 molecules was found to be 0.15% and 8.57% for these
two functionals, respectively.36 Obviously, the relative per-
formance of different kinetic energy functionals requires fur-
ther study. As more accurate approximations forT0 becom-
ing available, the accuracy of the embedded DFT model will
be improved and its applications to a broader range of sys-
tems will be possible.

VI. EMBEDDED DFT CLUSTER MODEL FOR
CALCULATION OF WATER ADSORPTION ON THE
NaCl(001) SURFACE

To illustrate how the embedded DFT method can be used
to study adsorption, we have carried out EDFT-TF calcula-
tions for the adsorption of H2O on the NaCl~001! surface.
This system is important for atmospheric chemistry.50 In fact,
interaction of water molecules with the surface of ionic crys-
tals has been a subject of theoretical studies for many years.
Barraclough and Hall51 formulated a simple classical poten-
tial model for the H2O/NaCl~001! adsorption in which H2O
was considered as a point particle with a fixed dipole mo-
ment, polarizability, and repulsion constant. A similar polar-
izable electropole model was used in Ref. 52 for molecular
dynamics studies of two-dimensional ordering of the H2O
layer on NaCl~001!. A more realistic model, where the
water–surface interaction potential was built as a superposi-
tion of ion–water potentials fitted to results ofab initio cal-
culations by Clementi and co-workers40 was also
available.53,54

These simplistic classical models can not properly take
into account important quantum effects such as the redistri-
bution of electron densities of both adsorbate and substrate
and formation of hydrogen bonds. These effects play an im-
portant role in mechanisms of chemical reactions and chemi-
sorption of water at defect sites on the surface of alkali ha-
lide crystals.50,55 Application of quantum semiempirical56,57

and model Hamiltonian58 methods to these systems has a
limited predictive value due to the presence of parameters
that were fitted to particular experimental data. In view of
these facts, it is interesting to develop a fullyab initio quan-
tum mechanical model for the H2O/NaCl adsoption.

The EDFT-TF cluster considered in this study consisted
of the water molecule and nine-atom 333 square cluster
@Na5Cl4#

1 on the surface~see Fig. 11!. All first neighbors of
these nine atoms in the lattice were modelled as frozen den-
sity Na1 and Cl2 ions: rf was approximated as a sum of
densities of individual ions which were taken from the gas
phase calculations above. The lattice ions lying beyond the
first coordination sphere were treated approximately as point
charges occupying ideal positions in the 83834 block of the
crystalline lattice. In our previous study,16 we have shown
that this model generates the electrostatic potential very
close to the exact Madelung potential on the~001! surface of
fcc crystals.

The internal geometry of the water molecule was fixed
while approaching the surface in three different orientations
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as shown in Fig. 11. In agreement with the previous report,53

we did not find stable adsorption of water above the middle
of the surface Na2Cl2 square@Fig. 11~a!#. The potential en-
ergy curves for adsorption above Na1 and Cl2 are shown in
Fig. 12. Calculated data were fitted to a Morse function. The
plotted distances in these two cases are Na1–O and Cl2–H,
respectively. Adsorption energy of about 9 kcal/mol was ob-
tained for adsorption above the Na1 ion @Fig. 11~b!#. This
finding is also in agreement with previous classical
calculations.51,53 Our calculations predict adsorption energy
of about 9 kcal/mol for the ‘‘single hydrogen bond’’ adsorp-
tion above Cl2 @Fig. 11~c!#. This result disagrees with the
classical calculations51,53which predict much weaker attrac-
tion to the anions. This, however, is expected since the full
DFT binding energy of the Cl2–H2O complex is also too
large. As we pointed out in Sec. V, this discrepancy is a result
of using the local density approximation in our calculations.

VII. CONCLUSIONS

We have demonstrated that the embedded density func-
tional formalism can be successfully implemented for study-

ing defects and adsorption in crystals and solvation com-
plexes as an alternative to existing molecular orbital
embedded cluster models. For heavy polarizable ions, this
approach should be supplemented with the pseudopotential
description of the core electrons and model representation of
the polarizability. The simple and accurate treatment of the
correlation between electrons in the cluster and surrounding
seems to be the main advantage of the embedded DFT
method. Moreover, the frozen electron density in the envi-
ronment required for embedded DFT calculations can be eas-
ily obtained from routine band structure calculations. Deter-
mination of pseudopotentials or model potentials required for
MO embedded cluster studies is more difficult, especially in
the case of nonspherical ions. Although at the present stage
both the embedded DFT and MO cluster approaches seem to
be limited to the systems in which electron densities of frag-
ments are well separated, such as ionic crystals, the basic
approximations of these two approaches are rather different
and full comparison of their relative performance and appli-
cability requires further studies.

Further improvements of the present embedded DFT
cluster model include~i! using of more accurate nonlocal
exchange-correlation functionals;~ii ! self-consistent optimiz-
ing of electron densities for ions in crystal;~iii ! taking into
account the polarization of the lattice by the adsorbate; and
~iv! developing the EDFT methodology for systems with co-
valent and ionic–covalent bonding, such as metal oxides.
These steps are currently underway in our lab. However, the
most crucial factor determining the accuracy of the embed-
ded DFT approach is the accuracy of the kinetic energy func-
tional. Research in this area is making rapid progress. Thus,
a considerable improvement of the embedded DFT approach
and its applications to a wider class of chemical systems are
hopeful.
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